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Instruction : 3 Hours per we
Credits  :3 -

The course will enable the students to: " At the end of the course students v‘p;iﬁ be able to:
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1. Solve the problems on Vector| Spaces and Linear |
Dependence and Independence oA

"1, Study the concept of Vector Spaces,
Subspaces, Linear  Span, Linear

Dependence — and
vectors.

Dimension of a vector Space and Co-

ordinates.

3. Understand the meaning of Linear '\ and Matrix of Linear Transformation.
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‘ vectors.

|
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| 2. Determine the Basis and Dimension of a Vector Space |
2. Understand the meaning of Basis and \ and find the Co-ordinates.

transformation, properties. |

4. Understand Range and Kernel, Rank-
Nullity and Matrix of Linear

Transformation.

5. Understand Inner Product Spaces,
Orthonormal sets, Gram-Schmidt’s

\ of Linear Transformation.

and construct orthonormal
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3. Determine Linear Transformat/o!r, Range and Kernel

|
\ ‘

4. Determine Range and Kernel, R%nk—Nu///ly and Matrix |

\ %
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5. Determine distance, orthogonA/, orthonormal setsi

bas} pased on Gram- |

Schmidt’s Orothogonalization prpcess.Least Squares“

Orothogonalization process and its ‘ approximations-QR decomposition|and its applications |

applications :Least squares, QR

decomposition

UNIT -I
Vector Spaces -1 (8 Ho

urs)

Internal Composition - External Composition _Definition of Vector Space - Vector Subspaces — Linear sum of
two Subspaces — Linear Combination of Vectors — Linear Span of a set -

Independence of vectors.

UNIT —II

Vector Spaces — II (8 Hours)

Basis of a Vector Space

— Finite Dimensional Space — Coordinates — Dimensi

Dimension of a Subspace-Isomorphism.

Linear Dependence and

on #f a Vector Space —



UNIT-III
Linear Transformation -I (8 Hours):

Definition of Linear Transformation- Properties of Linear Transformations — Sum of Lin?ar Transformations —
Algebra of Linear Operators ‘

UNIT-IV ‘

Linear Transformation -II (6 Hours)

Range and kernel of a linear map — Dimension of Range and Kernel - Rank and +u|lity — Rank nullity
theorem (without proof)- Matrix of Linear Transformation. ‘

UNIT-V ‘

Inner Product Spaces (8 classes) ‘

Definition of Inner Product Space-Norm or Length of a vector -Triangle inquality (with proof)— Normed
vector space- Distance — orthogonal complement — Orthogonal and Orthonormal sets — Gram-Schmidt’s

Orthogonalization process. Applications: Least Squares Approximations-QR decomposition and its
applications. ‘

Text Books: ‘

1. Introduction to linear algebra with applications, Jim DeFranza, Daniel Gagliardi,| Tata McGraw-Hill
2. An introduction to Linear Algebra, V.P Mainra, J.L Arora, Affiliated to East—West‘Press Pvt Ltd

Reference Books: ‘
1. Elementary Linear algebra, Anton and Rorres, Wiley India Edition
2. Advanced Engineering Mathematics, Erwin Kreysing, Wiley Publication ‘
3. Elementary Linear algebra, ron Larson, Cengage Learning ‘

Online Resources : ‘

1. http://tutorial.math.lamar.edu/Classes/DE/DE.aspx ‘
2. http://mathworld.wolfram.com/topics
3. http://www.nptel.ac.in/course.php ‘



